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Introduction

• Today, language understanding is often boiled down to high-level 
classification tasks
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Textual Entailment
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Entailed?

✓
Why?

Dialog:
A1: Yeah, yeah. Is that why you like aerobics 
classes, because you're not, sort of, someone 
else is doing the counting for you, so,
B1: Yeah.
…
B2: And, someone else is telling me, okay, you 
know, let's move this way, let's move that way,
A2: Uh-huh, uh-huh.
B3: instead of me having to think about it so 
much.
…
Hypothesis:
Speaker B likes the aspect of Aerobics that 
someone else is leading.

Zhang, C., & Chai, J.Y. (2010). Towards Conversational Entailment: An Empirical Investigation. In EMNLP 2010.

https://www.google.com/url?client=internal-element-cse&cx=000299513257099441687:fkkgoogvtaw&q=https://www.aclweb.org/anthology/D10-1074&sa=U&ved=2ahUKEwiq_5n-uvbvAhVBbs0KHWqkDLkQFjAAegQIARAB&usg=AOvVaw25c6MRp4pRB-YsBF_EYjSO


Coherence
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Dialog: 
A1: Well, ironically enough I’m sitting here 
with a cast on my leg because I resumed an 
aerobics class the night before last.
B1: Oh, no.
A2: I ripped the ligaments in my right ankle.

Hypothesis: 
Speaker A ripped the ligaments in her 
ankle at aerobics class.

✗

✗ ✓

Strict Coherence: 
all spans correct

Lenient Coherence: 
average accuracy on spans

Accuracy: 
full-text correct

Zhang, C., & Chai, J.Y. (2010). Towards Conversational Entailment: An Empirical Investigation. In EMNLP 2010.

https://www.google.com/url?client=internal-element-cse&cx=000299513257099441687:fkkgoogvtaw&q=https://www.aclweb.org/anthology/D10-1074&sa=U&ved=2ahUKEwiq_5n-uvbvAhVBbs0KHWqkDLkQFjAAegQIARAB&usg=AOvVaw25c6MRp4pRB-YsBF_EYjSO


Empirical Results
• Despite high accuracy from SOTA text classifiers, we see significant drops 

from accuracy to coherence across the board!
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Story 2:
Kelly wanted to try out for soccer this year.
Kelly made it onto the team.
Kelly celebrated by getting pizza.

Story 1:
Kelly wanted to try out for soccer this year.
Kelly tried out for the soccer team but was cut.
Kelly celebrated by getting pizza.

Abductive Reasoning in narrative Texts (ART)

6

1
Why?

Which is less plausible?

Bhagavatula, C., Le Bras, R., Malaviya, C., Sakaguchi, K., Holtzman, A., Rashkin, H., Downey, D., Yih, S.W., & Choi, Y. (2020). Abductive commonsense reasoning. In ICLR 2020.

https://arxiv.org/abs/1908.05739
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Conclusion

• We proposed a quick, effective, and versatile paradigm for measuring 
the coherence of a text classifier’s predictions
• Unlock strong insights from small amount of annotation!
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Thank you!
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